Topic 5: Noisein Images
Wor kshop Solutions

Wor kshop Questions

5.1 Shape of Poisson Distribution

UseMaple or gnuplot to plot the Poisson distribution for means of 1,2,4 and 8, @mdment
on the shapes.

Solution
The Poisson distribution for meanis given by

_ u"exp(—u)

pu(n) nl

being only defined fon being an integer.

To plot the function usindgviaple or gnuplot we need to define a continuous version. Noting
thatl"(n+ 1) = n! whenn is an integer, we can re-write a continuous version of thes$twi
distribution as:

_exp(nlog(u) —u)
Pull) = ——F )
you also need to rearrang® sincegnuplot only supports raising to integer powers. This is
now easily plotted.

The plot of py(n) for u=1,2,4,8 is shown below,
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This shows that for small, the Poisson distribution highly asymmetric, butuasicreases it
become more symmetric in shape and when8 begins tdook like a Gaussian.
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5.2 Poisson to Gaussian
Given that the Poisson distribution can be approximated Grassian of of the form

u"exp(—u) (n—u)?
n! HﬁeXp(_ 2u )

whenu is large. Plot the Poisson and corresponding Gaussianbditm for a range ofi in
the range 8- 20, and comment on the result.

Solution

If we use the continuous expression for the Poisson digtabuiven in the previous solution
plot of the Poisson and the corresponding Gaussian cary ésformed bygnuplot. Plot for
both distributions fou = 8,12,16,20 is shown below:
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As u increases the approximation improves. The Poisson is alwhghtly asymmetric with
the maximum slightly before the mean while the Gaussiamiayd symmetric about the mean,
but with u > 20 the two distributions are almost identical, the the Geunsis a good approxi-
mation.
5.3 Variancewith Noise
If an image is corrupted with signal independent additivisadeing given by,

f(i,j)=s(i,j)+n(,j)
wheres(i, ) is thetrueimage or signal, and(i, j) is the noise then show that:

of = a2+ 0%

wherea?, 62 ando? are the variances of the image, signal and noise respectivel
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Solution
The additive Gaussian noise has a zero meaned probabitigrtgdunction, so that
(n(i,j)) =0 sothat (f(i,])) = (s(i,])).
The noise is also independant of the signal, so in uncoe@haith the signal, so giving
(s(i, j) (i, ) =0
The varaince of (i, j) is, dropping the, j indices,
of = (|f = (N)P) = (|2~ (1)?

substitute forf, so give,

= 0Og+0,

which is the relation given in lectures.

5.4 Calculating SNR by Correlation

If you have two images of the same scene taken at differemstirshow that the SNR can be

estimated by
[ ¢C
SNR=,/——
l1-c

wherec is theNormalised Correlatiobetween the two images given by

(f—(f)(9—(9)

({If = (1)[2)% ((lg— (@)[2)?

wheref (i, j) andg(i, j) are the two images.

C=

Solution

Assume that the both images have Guassian additive, sigdapendant noise, so the two
collected images are:

fi,j) = s(i,j)+n,j)

9(i,j) = s(i,j)+m(,j)
wheres(i, j) is the signal, otrue image andn(i, j) andm(i, j) are different realisations of the
same noise process.

The noise has a zero meaned Gaussian probability densittidanthat, dropping thé, j) we
have,
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and also that:
2 2 2
{Inl%) = (Jm[%) = oy
wherea? is the varience of the noise.

The noise is independant of the signal, ahsb the two realisations of the noise are indepen-
dant, so that,
(sn) = (sm) = (nm)=0

Noting that the denominator afis just the expression for the standard deviation$ ahdg,
the we have that
(f—(f) (9))

) (9—
\/9%4/0%
but noting thab? = 03 = 03 + 03, then the denominator become+ o3.
Substitutef = s+ nandg = s+ mand expand to get

 (Is1®) + () >Z +(sm) + (sn) + (nm)
°= 0%+ 03

all the terms on the numerator containimgr m are zero, so we get that:

which is the expression for SNR.

5.5 Variance of Noise

Extend the techniques above for calculating SNR in que&idno give a scheme for calculat-
ing the variance of the noise in an image.

Solution

From above we have that the normalsied correlation betweerirhages of the same scene
taken at different times is:

_ o8

- 02+02

which, noting from above that? = 62 + 02 then,

03
CcC= —2
0%
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in addition, from either imagé (, j) or g(i, j) we can easily calculate%. We can combine

these to get:

2 2
0% —0
2 2 f s _ 2
of(l—c):0f< 5 >_0n
Of

Alternatively: we can calculate
(If =g1?) = (In—m?) = (In|®) + (Jm?) = 20}

which is an easier calculation.
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